
1. Methods

1.1  Pain Body Diagram statistical relationships to NRS, VAS, and MPQ

1.1.1 Perform correlation analyses limited to linear, monotonic relationships as described. Visualize the PBD metrics, and the NRS, VAS, and MPQ, with scatter plots overlaid with a best-fit line per patient. Because relationships often appear nonlinear, use Spearman's correlations to assess monotonic, nonlinear relationships. Set statistical significance to an alpha-level corresponding to 0.05 after Bonferroni correction for 9 comparisons. 
 
1.1.2 Perform entropy quantification to determine response anchoring across metrics as described. To determine the information contained within the PBD and the establish pain metrics, calculate the entropy per patient’s pain metric. Classically, the Shannon entropy of a variable, H(x), is the summated probability of distinct states of variable p(x), weighted by the probability of each outcome occurring22,23:
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Represent pain metrics with less entropy with relatively fewer states of high probability—thus, quantifying response anchoring per metric.

1.1.3 Calculate mutual information quantification to determine the relationships between metrics agnostic to their structure. To investigate non-monotonic relationships between pain metric—which were not addressed by Spearman’s correlation— use mutual information (MI), defined as:
 
 MI = H(X) + H(Y) – H(X|Y)
 
Where, the MI between discrete variables X and Y is the difference between the sum of their entropies, and the conditional entropy of X given Y, H(X|Y)23. For each subject, the MI between each unique pair of pain metrics was calculated using the Neuroscience Information Theory Toolbox in MATLAB23. A null distribution was generated by Monte Carlo simulations—where the temporal order of one pain metric was randomly shuffled, and MI was recalculated for 5,000 surrogate MI values. The statistical significance of observed MI values was set at α=0.05, compared to the null distribution.
 
1.1.4 Determine the number of states a priori to information theory analyses as described below. Based on the Freedman-Diaconis rule for histogram bin estimation, 14 states were appropriate. Apply these 14 states to all histogram estimations of probability mass functions—to minimize spurious effects from differing binning choices23,24. Exclude the NRS in bin estimation to maximize the sensitivity of all other comparisons; otherwise, the finite discretization and response variability of the NRS would have constrained response binning to only four states. This corresponds to patient 4’s NRS range of 5–8, the smallest range reported across patients.

1.2 Usability of the Pain Body Diagram

1.2.1. To assess the user experience of PBDs, carry out a modified system usability survey (SUS) with additional body diagram-specific questions to the participants using REDCap survey tools. Design a SUS containing nine items framed in positive and negative statements (Supplementary Table 2), rated by the patients on a 5-point Likert scale from strongly disagree to strongly agree.
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